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Abstract

We study optimal simple second-order cone representations (a partic-
ular subclass of second-order cone representations) for weighted geometric
means, which turns out to be closely related to minimum mediated sets.
Several lower and upper bounds on the size of optimal simple second-
order cone representations are proved. In the case of bivariate weighted
geometric means (equivalently, one dimensional mediated sets), we are
able to prove the exact size of an optimal simple second-order cone repre-
sentation and give an algorithm to compute one. In the genenal case, fast
heuristic algorithms and traversal algorithms are proposed to compute
an approximately optimal simple second-order cone representation. Fi-
nally, applications to polynomial optimization, matrix optimization, and
quantum information are provided.

1 Introduction

This paper is concerned with the following problem:

(I) Given a weighted geometric mean inequality xλ1

1 · · ·x
λm
m ≥ xm+1 with

weights (λi)
m
i=1 ∈ Qm

+ ,
∑m

i=1 λi = 1, construct an equivalent representation
using as few quadratic inequalities (i.e., xixj ≥ x2

k) as possible.

The study of Problem (I) is motivated by the fact that any solution to
Problem (I) immediately gives rise to a second-order cone representation for the
convex set defined by the weighted geometric mean inequality. One advantage
of the second-order cone representation is that the related optimization problem
can be solved with off-the-shelf second-order cone programming (SOCP) solvers
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[1], e.g., Mosek [2], ECOS [6]. Naturally, to achieve the best efficiency, we wish
to obtain such a second-order cone representation of as small size as possible.

Note that using the so-called “tower-of-variable” construction described in
[4, Lecture 3.3], one is able to give an equivalent second-order cone representa-
tion for a weighted geometric mean inequality, whose size is, however, typically
far from optimal. As far as the author knows, the problem of finding optimal
second-order cone representations for general weighted geometric mean inequal-
ities has not been investigated much in the literature, except for some special
cases, which are mentioned below. Assume that in Problem (I) the weights
are written as λi = si

t
, si ∈ N for i = 1, . . . ,m and t ∈ N. In [19], Morenko

et al. constructed an “economical” representation (without any proof concern-
ing optimality) for a weighted geometric mean inequality in the case of m = 3
and t = 2l for some l ∈ N when studying p-norm cone programming. In [17],
Kian, Berk and Gürler dealt with Problem (I) in the case of t = 2l for some
l ∈ N, and proposed a heuristic algorithm for computing a second-order cone
representation of small size.

On the other hand, there are plenty of applications of weighted geometric
mean inequalities in optimization. For example:

Second-order cone representations for other types of inequalities
[4, Lecture 3.3.1]. There are other types of inequalities that can be expressed
by weighted geometric mean inequalities, and so the second-order cone repre-
sentations for weighted geometric mean inequalities can immediately lead to
second-order cone representations for these inequalities with rational powers:
• xλ1

1 · · ·x
λm
m ≥ xm+1 ⇐⇒ xλ1

1 · · ·x
λm
m y1−

∑
m
i=1

λi ≥ xm+1, y = 1 (λ1, . . . , λm >
0,
∑m

i=1 λi < 1).

• xλ ≤ y ⇐⇒ y
1
λ z1−

1
λ ≥ x, z = 1 (λ > 1).

• xλ ≥ y ⇐⇒ xλz1−λ ≥ y, z = 1 (0 < λ < 1).

• x−λ ≤ y ⇐⇒ x
λ

1+λ y
1

1+λ ≥ z, z = 1 (λ > 0).

• x−λ1

1 · · ·x−λm
m ≤ y ⇐⇒ x

λ1
1+

∑m
i=1

λi

1 · · ·x
λm

1+
∑m

i=1
λi

m y
1

1+
∑m

i=1
λi ≥ z, z = 1

(λ1, . . . , λm > 0).

p-norm cone programming. Let p ≥ 1 be a rational number. The p-norm

of a vector x ∈ Rn is ‖x‖p :=
∑n

i=1 |xi|
1
p . The p-norm cone of dimension n+ 1

is defined by the set
{(x, z) ∈ Rn+1 | z ≥ ‖x‖p}.

Note that the second-order cone is exactly the p-norm cone with p = 2. The
p-norm cone admits second-order cone representations since the inequality z ≥
‖x‖p can be rewritten as z ≥

∑n

i=1 |xi|p/zp−1, which is equivalent to ([4, Lecture
3.3.1])

∃(yi)
n
i=1, (wi)

n
i=1 ∈ Rn

+ s.t.

{

z1−
1
p y

1
p

i ≥ wi, |xi| ≤ wi, i = 1, . . . , n,
∑n

i=1 yi = z.
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Power cone programming [4, Lecture 3.3.1]. Given λ1, . . . , λm > 0
with

∑m

i=1 λi = 1, the corresponding power cone is defined by the set

{(x, z) ∈ Rn
+ × R | xλ1

1 · · ·x
λm
m ≥ |z|}.

The power cone admits second-order cone representations since the inequality
xλ1

1 · · ·x
λm
m ≥ |z| is equivalent to

∃y ≥ 0 s.t. xλ1

1 · · ·x
λm

m ≥ y, |z| ≤ y.

Matrix optimization. The second-order cone representation for weighted
geometric mean inequalities allows one to give (approximate) semidefinite repre-
sentations for many matrix functions, as revealed in [11, 12, 22]. These functions
include the matrix power function [15], Lieb’s function, the Tsallis entropy, the
Tsallis relative entropy [11], the matrix logarithm function [12], which have
various applications in matrix optimization and quantum information.

A relevant problem to Problem (I) is

(II) Given a set of points {αi}mi=1 ⊆ Rm−1 forming the vertices of a simplex
and a point αm+1 =

∑m

i=1 λiαi with (λi)
m
i=1 ∈ Qm

+ and
∑m

i=1 λi = 1, find as
few points as possible (say, {αi}

m+n
i=m+2) such that every point in {αi}

m+n
i=m+1 is

an average of two distinct points in {αi}
m+n
i=1 .

Problem (II) arises from the study of nonnegative circuit polynomials [18,
24]. Sums of nonnegative circuit polynomials (SONC) were proposed by Iliman
and De Wolff as certificates of polynomial nonnegativity [16], and have been
employed to solve sparse polynomial optimization problem in a “degree-free”
manner [7, 8, 18]. The set of points {αi}

m+n
i=m+1 considered in Problem (II) is

called a (minimum) mediated set. Mediated sets over integers were initially
introduced by Reznick in [21] to study agiforms, and were extended to the
rational case by Wang and Magron [24]. It was proved in [18] that a circuit
polynomial is nonnegative if and only if it can be written as a sum of binomial
squares supported on a mediated set, with the number of binomial squares
equaling the number of points contained in the mediated set. In [5], the notion
of mediated sets plays an important role in the study of the tropicalization of
pseudo-moment cones and discrete mid-point convexity. More recent research
on mediated sets can be found in [14, 20].

Interestingly, it turns out that solutions to Problem (I) are in a one-to-
one correspondence to solutions to Problem (II). As one would see later, the
development of both theory and algorithms in the present paper deeply relies
on this appealing connection.

We should point out that in the literature, there is a more general notion of
second-order cone representations (also called second-order cone lifts) which are
of the form π(Kn∩L) with K being the three-dimensional rotated second-order
cone, L being an affine space, and π being a linear map [9, 10, 13]. However
in this paper, we would rather work on the more restrictive case (called simple
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second-order cone representations) considered in Problem (I) where π special-
izes to a coordinate projection and L is an affine space that constrains certain
coordinates to be equal due to the following reasons: (1) representations of this
restrictive form can be lifted to semidefinite representations of matrix geometric
means in a direct way (see Theorem 37 for a more formal statement about this);
(2) representations of this restrictive form admit a one-to-one correspondence to
mediated sets which have a nice geometric description; (3) we are able to pro-
pose efficient algorithms to compute simple second-order cone representations
of (approximately) optimal size.

Our main contributions are summarized as follows:
• In Section 3, we prove several lower bounds and upper bounds on the size of

optimal simple second-order cone representations for weighted geometric mean
inequalities (equivalently, the size of minimum mediated sets). In particular,
the lower bounds are shown to be attainable by examples.
• In Section 4, we prove the exact size of an optimal simple second-order

cone representation for bivariate weighted geometric mean inequalities, which
resolves a conjecture proposed in [18]. In addition, we provide a binary tree
representation of one dimensional “successive” minimum mediated sets.
• In Section 5, we propose several heuristic algorithms for computing an

approximately optimal simple second-order cone representation of a weighted
geometric mean inequality (equivalently, an approximately minimum mediated
set) and compare their practical performance. We also propose a brute-force
algorithm for computing an exact optimal simple second-order cone representa-
tion of a weighted geometric mean inequality (equivalently, a minimum mediated
set). Numerical experiments demonstrate that the heuristic algorithms can effi-
ciently produce simple second-order cone representations of size being equal or
close to the optimal one.
• In Section 6, we provide applications of the proposed algorithms to polyno-

mial optimization, matrix optimization and quantum information, and demon-
strate their efficiency by numerical experiments.

2 Preliminaries

Let N, R, Q be the set of nonnegative integers, real numbers, rational numbers,
respectively. Let N∗, R≥0,R+,Q+ be the set of positive integers, nonnegative
real numbers, positive real numbers, positive rational numbers, respectively.
For a ∈ R, ⌈a⌉ stands for the least integer that is no less than a. For a tuple
of integers (s1, . . . , sm) ∈ Nm, we use ŝ to denote the sum of its entries, i.e.,
ŝ :=

∑m

i=1 si. For a set A, we use |A| to denote the cardinality of A. For a finite
set A ⊆ Nn, we denote by conv(A ) the convex hull of A , and use conv(A )◦

to denote the relative interior of conv(A ). For integers s1, s2, . . ., we use the
parenthesis (s1, s2, . . .) to denote their greatest common divisor. Let Sn, Sn

+,
Sn
++ be the set of symmetric matrices, positive semidefinite, positive definite

matrices of size n, respectively.
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The n-dimensional rotated second-order cone is defined by the set

Kn :=

{

(ai)
n
i=1 ∈ Rn

∣

∣

∣

∣

∣

2a1a2 ≥
n
∑

i=3

a2i , a1 ≥ 0, a2 ≥ 0

}

.

In this paper, we are mostly interested in the 3-dimensional rotated second-order
cone1 (K := K3) which we simply refer to as the second-order cone.

3 Optimal simple second-order cone representa-

tions and minimum mediated sets

In this paper, a weighted geometric mean inequality refers to an inequality of
form

xλ1

1 · · ·x
λm
m ≥ xm+1, with (λi)

m
i=1 ∈ Rm

+ and

m
∑

i=1

λi = 1,

where the variables x1, . . . , xm+1 are assumed to be nonnegative. Throughout
the paper, we assume that the weights (λi)

m
i=1 ∈ Qm

+ are rational numbers.
It is known that when the weights are rational, the weighted geometric mean
inequality is second-order cone representable [4, Lecture 3.3]. As (λi)

m
i=1 are

rational numbers by assumption, we can write λi =
si
ŝ
, si ∈ N for i = 1, . . . ,m.

In view of this, we also call xs1
1 · · ·x

sm
m ≥ xŝ

m+1 with (si)
m
i=1 ∈ Nm, (s1, . . . , sm) =

1 a weighted geometric mean inequality.

Definition 1. A simple second-order cone representation for a weighted geomet-
ric mean inequality xs1

1 · · ·x
sm
m ≥ xŝ

m+1 consists of a set of quadratic inequalities
xikxjk ≥ x2

m+k, k = 1, . . . , n such that

xs1
1 · · ·x

sm
m ≥ xŝ

m+1 ⇐⇒























xi1xj1 ≥ x2
m+1,

...

xinxjn ≥ x2
m+n,

ik, jk ∈ {1, 2, . . . ,m+ n}, k = 1, . . . , n,

(1)

where xm+2, . . . , xm+n are n − 1 auxiliary nonnegative variables. We call n
the size of the second-order cone representation. A simple second-order cone
representation of minimum size is called an optimal simple second-order cone
representation whose size is denoted by L(s1, . . . , sm).

Remark 2. The second-order cone representation in (1) is uniquely determined
by the set of integer triples {(ik, jk,m+ k)}nk=1 which is hereafter referred to as
a configuration.

Remark 3. The value of L(s1, . . . , sm) clearly does not depend on the ordering
of s1, . . . , sm.

1Actually, any n-dimensional second-order cone is representable using the 3-dimensional
second-order cone.
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α3

α2

α1β1β2 β3

Figure 1: {β1,β2,β3} forms an {α1,α2,α3}-mediated set.

Example 4. The weighted geometric mean inequality x3
1x

8
2 ≥ x11

3 admits a sim-
ple second-order cone representation: x2x6 ≥ x2

3, x1x3 ≥ x2
4, x3x4 ≥ x2

5, x4x5 ≥
x2
6.

A set of points A = {α1, . . . ,αm} ⊆ Rm−1 is called a trellis if they are
affinely independent. Given a trellis A , we say that a set of points B is an
A -mediated set, if every point β ∈ B is an average of two distinct points in
A ∪B. One could immediately deduce that the points in an A -mediated set
belong to the convex hull of A . An A -mediated set containing a given point
β ∈ conv(A )◦ is called an (A ,β)-mediated set and aminimum (A ,β)-mediated
set is an (A ,β)-mediated set with the smallest cardinality. We sometimes omit
the prefixes A ,β and simply say (minimum) mediated sets if there is no need
to mention the specific A ,β. If β ∈ conv(A )◦, then there exists a unique tuple
of scalars λ1, . . . , λm ∈ R+ (the barycentric coordinates) such that

∑m
i=1 λi = 1

and β =
∑m

i=1 λiαi. It is easy to see that for an (A ,β)-mediated set to exist,
the λi’s are necessarily rational numbers.

Example 5. Let A = {α1 = (4, 2),α2 = (2, 4),α3 = (0, 0)}, and β1 =
(2, 2),β2 = (1, 2),β3 = (3, 2). It is easy to check by hand that {β1,β2,β3} is
an A -mediated set; see Figure 1.

Assume that A = {α1, . . . ,αm} is a trellis and αm+1 =
∑m

i=1
si
ŝ
αi with

(si)
m
i=1 ∈ (N∗)m, (s1, . . . , sm) = 1. If {αm+1, . . . ,αm+n} is an A -mediated

set, then by definition the following system of equations must be satisfied for
appropriate subscripts ik, jk:























αi1 +αj1 = 2αm+1,
...

αin +αjn = 2αm+n,

ik, jk ∈ {1, 2, . . . ,m+ n}, k = 1, . . . , n.

(2)

Comparing (1) with (2), we see that there is a one-to-one correspondence
between simple second-order cone representations for the weighted geometric
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mean inequality xs1
1 · · ·x

sm
m ≥ xŝ

m+1 and A -mediated sets containing the point
αm+1 =

∑m

i=1
si
ŝ
αi:

simple second-order cone representations for xs1
1 · · ·x

sm
m ≥ xŝ

m+1

l

configurations {(ik, jk,m+ k)}nk=1

l

A -mediated sets containing αm+1 =

m
∑

i=1

si
ŝ
αi

It then follows that L(s1, . . . , sm) also denotes the cardinality of a minimum
(A ,αm+1)-mediated set.

We now prove a lower bound on the size of optimal simple second-order
cone representations for a weighted geometric mean inequality in terms of the
number of variables involved.

Theorem 6. Let s1, . . . , sm ∈ N∗ be a tuple of integers with (s1, . . . , sm) = 1.
Then

L(s1, . . . , sm) ≥ m− 1. (3)

Proof. Suppose that A = {α1, . . . ,αm} is a trellis and αm+1, . . . ,αm+n is
a minimum (A ,αm+1)-mediated set such that

∑m
i=1 siαi = ŝαm+1. Let us

consider the system of equations (2). Note first that {1, . . . ,m} ⊆ ∪nk=1{ik, jk}.
Moreover, we must have {m+2, . . . ,m+n} ⊆ ∪nk=1{ik, jk} as if k /∈ ∪nk=1{ik, jk}
for some k ∈ {m + 2, . . . ,m + n}, then we can delete αk to obtain a smaller
(A ,αm+1)-mediated set. From these facts, we get

2n ≥ m+ n− 1,

which yields the desired inequality.

The lower bound in Theorem 6 is attainable as the following example shows.

Example 7. The weighted geometric mean inequality x1x2x3x4 ≥ x4
5 admits a

simple second-order cone representation: x6x7 ≥ x2
5, x1x2 ≥ x2

6, x3x4 ≥ x2
7.

In the language of mediated sets, Theorem 6 says that the cardinality of a
minimum mediated set is bounded by its dimension (i.e., the dimension of its
associated trellis) from below.

From the point of view of mediated sets, we are actually able to give another
lower bound on L(s1, . . . , sm) in terms of the sum ŝ. For the proof, we need the
notion of M-matrices and two preliminary results.

Definition 8. Let C = [cij ] be a real matrix. Then C is called an M-matrix if
it satisfies

(1) cij ≤ 0 if i 6= j;

7



(2) C = tI −B, where B is a matrix with nonnegative entries, I is an identity
matrix, and t is no less than the spectral radius (the maximum of the moduli
of the eigenvalues) of B.

A remarkable property of M-matrices is that the determinant of an M-matrix
is bounded by the product of its diagonals from above.

Lemma 9. Let C = [cij ] ∈ Rn×n be an M-matrix. Then, it holds

det(C) ≤
n
∏

i=1

cii. (4)

Proof. See e.g., Corollary 4.1.2 of [3].

The following lemma adapted from [21, Lemma 4.3] asserts that a particular
class of matrices are M-matrices.

Lemma 10. Let C = [cij ] be a real matrix such that cii = 2 and cij ∈ {0,−1}
if i 6= j. Assume that each row of C has at most two −1’s and there is no
principal submatrix of C in which each row has exactly two −1’s. Then C is a
non-singular M-matrix.

Proof. Let us write C = 2I − B, where I is an identity matrix, and B = [bij ]
is a matrix with entries being 0 or 1. We finish the proof by showing that the
spectral radius of B is less than 2.

Let λ be any eigenvalue of B and α = (αi)i a corresponding eigenvector
such that Bα = λα. Let ξ = maxi{|αi|} and I = {i | |αi| = ξ}. For i ∈ I, let
T (i) = {j | bij = 1}. Then for each i ∈ I, we have

|λ|ξ = |λαi| =
∣

∣

∣

∑

j

bijαj

∣

∣

∣
=

∣

∣

∣

∑

j∈T (i)

αj

∣

∣

∣
≤ 2ξ.

So |λ| ≤ 2 for ξ > 0. If |λ| = 2, then for any i ∈ I, we have |T (i)| = 2 and |αj | =
ξ for j ∈ T (i) which implies T (i) ⊆ I. It follows that the principal submatrix
of C indexed by I has exactly two −1’s in each row, which is impossible. Thus
|λ| < 2 as desired.

Now we are ready to prove the promised result.

Theorem 11. Let A = {α1, . . . ,αm} ⊆ Rm−1 be a trellis and β =
∑m

i=1
si
ŝ
αi

with (si)
m
i=1 ∈ (N∗)m, (s1, . . . , sm) = 1. Then for any (A ,β)-mediated set B,

one has |B| ≥ ⌈log2(ŝ)⌉.

Proof. Assume that B = {β1, . . . ,βn} with β1 = β is an (A ,β)-mediated set.
By definition, for each βi, we have one of the following three equations holds
for suitable subscripts j, k ∈ {1, . . . ,m}:

2βi = αj +αk, (5a)

2βi − βj = αk, (5b)

2βi − βj − βk = 0. (5c)

8



Let us denote the coefficient matrix of (5) by C and let B = [β1, . . . ,βn]
⊺ with

βi’s being viewed as column vectors, so that we can rewrite (5) in matrix form
as CB = A, where A is a matrix whose row vectors belong to the subspace
generated by A . It is not hard to see that C satisfies the conditions of Lemma
10; only the assumption that there is no principal submatrix with exactly two
−1’s in each row is not obviously fulfilled. Suppose that C has a principal
submatrix indexed by I with two −1’s in each row and let B′ = {βi}i∈I . Then
by construction, every point βi in B′ satisfies (5c) with j, k ∈ I and so is an
average of two other points in B′, which is however impossible for a finite set.
Hence C has no such principal submatrix. Applying Lemma 10, we deduce
that C is M-matrix. In addition, by Lemma 9, det(C) ≤ 2n. Solve CB = A

for β and we obtain β =
∑

m
i=1

riαi

det(C)
for some ri ∈ N∗, i = 1, . . . ,m. It follows

ŝ ≤ det(C) ≤ 2n which implies |B| = n ≥ ⌈log2(ŝ)⌉.

From Theorem 11, we immediately obtain the following corollary.

Corollary 12. Let s1, . . . , sm ∈ N∗ be a tuple of integers with (s1, . . . , sm) = 1.
Then

L(s1, . . . , sm) ≥ ⌈log2 (ŝ)⌉ . (6)

The lower bound in Corollary 12 is attainable as the following example shows.

Example 13. The weighted geometric mean inequality x1x
2
2x

3
3 ≥ x6

4 admits a
simple second-order cone representation: x3x5 ≥ x2

4, x2x6 ≥ x2
5, x1x5 ≥ x2

6.

Remark 14. Combining Theorem 6 with Corollary 12, we get

L(s1, . . . , sm) ≥ max {⌈log2 (ŝ)⌉ ,m− 1}. (7)

Remark 15. An A -mediated set B is said to be isomorphic to an A
′-mediated

set B′ if there are one-to-one maps A → A ′ and B → B′ such that the average
relationships (5) are preserved under these maps.

Suppose that A = {α1, . . . ,αm} ⊆ Rm−1 is a trellis and β =
∑m

i=1
si
ŝ
αi

with (si)
m
i=1 ∈ (N∗)m, (s1, . . . , sm) = 1. We may define

β′ = (s1, . . . , sm−1) ∈ Rm−1,

and
α′

i = ŝei ∈ Rm−1, i = 1, . . . ,m− 1,α′
m = 0 ∈ Rm−1,

so that

β′ =

m
∑

i=1

si
ŝ
α′

i.

Here, (ei)
m−1
i=1 denotes the standard basis of Rm−1. In addition, let A ′ =

{α′
1, . . . ,α

′
m}. It can be seen that any (A ,β)-mediated set is isomorphic to

an (A ′,β′)-mediated set and vise verse. Therefore, to study (A ,β)-mediated
sets, there is no loss of generality in assuming that the trellis A comprises the
vertices of the standard simplex and β is a lattice point lying in the relative
interior of this simplex.
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3.1 More general second-order cone representations

In this subsection, we consider more general second-order cone representations
for a weighted geometric mean inequality and derive lower bounds on the size
of such second-order cone representations. Let K be the 3-dimensional rotated
second-order cone. Given a convex cone C, we say that C admits a K l-lift if
C = π(K l ∩ L) where L is an affine space and π is a linear map [10].

Theorem 16. Let s1, . . . , sm ∈ N∗ be a tuple of integers with (s1, . . . , sm) = 1.
The size of any second-order cone representation for the weighted geometric
mean inequality xs1

1 · · ·x
sm
m ≥ xŝ

m+1 is bounded by m
2 from below.

Proof. Let us denote S :=
{

(xi)
m+1
i=1 ∈ Rm+1

≥0 | xs1
1 · · ·x

sm
m ≥ xŝ

m+1

}

. Note that

S contains the nonnegative orthant Rm
≥0 as a linear slice (with xm+1 = 0).

Therefore if S admits a K l-lift, then so does Rm
≥0. Now since cone lifts induce

order embeddings of face posets ([10, Section 5.1]) and the longest chains of
non-empty faces of Rm

≥0 and K l are respectively of length m + 1, 2l + 1, we
deduce m+ 1 ≤ 2l+ 1, equivalently, l ≥ m

2 as desired.

4 A binary tree representation of successive min-

imum mediated sequences

In this section, we focus particularly on the case of one dimensional mediated
sets (equivalently, the case of bivariate weighted geometric mean inequalities).
For the sake of conciseness, we use the terminology mediated sequences to refer
to one dimensional mediated sets. More concretely, given an integer p > 0,
a set of integers A ⊆ N is a p-mediated sequence, if every number in A is an
average of two distinct numbers in A∪{0, p}. A p-mediated sequence containing
a given number q is called a (p, q)-mediated sequence. As being a mediated
sequence is not changed by a scaling, there is no loss of generality in assuming
(p, q) = 1. A minimum (p, q)-mediated sequence is a (p, q)-mediated sequence
with the smallest cardinality. We sometimes omit the prefixes and simply say
(minimum) mediated sequences if there is no need to mention the specific p, q.

Example 17. The set A = {2, 4, 5, 8} is a minimum (11, 2)-mediated sequence.

Given p, q ∈ N with 0 < q < p, (p, q) = 1, there is an algorithm (Algorithm
1) for computing a minimum (p, q)-mediated sequence.

Theorem 18. Algorithm 1 is correct.

Proof. Denote the initial values of s1, s2, s3, t1, t2, t3 respectively by s01, s
0
2, s

0
3,

t01, t
0
2, t

0
3, and the values after the k-th iteration of the loop respectively by

sk1 , s
k
2 , s

k
3 , t

k
1 , t

k
2 , t

k
3 . We prove that

2l−k = sk1 + sk2 + sk3 and 2l−kq = sk1t
k
1 + sk2t

k
2 + sk3t

k
3 (8)
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Algorithm 1

Input: Two integers p, q satisfying 0 < q < p and (p, q) = 1
Output: A minimum (p, q)-mediated sequence
1: l← ⌈log2 (p)⌉;
2: s1 ← q, s2 ← p− q, s3 ← 2l − p;
3: t1 ← p, t2 ← 0, t3 ← q;
4: for k ← 1 to l do
5: Find 1 ≤ i 6= j ≤ 3 such that si ≤ sj are odd numbers;

6: qk ←
ti+tj

2 , ti ← qk, r ← {1, 2, 3} \ {i, j};

7: sj ←
sj−si

2 , sr ←
sr
2 ;

8: end for
9: return {qk}lk=1;

hold true for k = 0, 1, . . . , l by induction on k. By initialization, we clearly have
2l = q+p−q+2l−p = s01+s02+s03 and 2lq = q ·p+(p−q) ·0+(2l−p) ·q = s01t

0
1+

s02t
0
2+ s03t

0
3. Assume that 2l−k = sk1 + sk2 + sk3 and 2l−kq = sk1t

k
1 + sk2t

k
2 + sk3t

k
3 are

true for some k ≥ 0. Now consider the case of k+1. We note first that at Step 5
of Algorithm 1, such i, j indeed exist by construction. Then, sk+1

1 +sk+1
2 +sk+1

3 =

ski +
skj−ski

2 +
skr
2 = 1

2 (s
k
1+sk2+sk3) = 2l−k−1 and sk+1

1 tk+1
1 +sk+1

2 tk+1
2 +sk+1

3 tk+1
3 =

ski ·
tki +tkj

2 +
skj −ski

2 · tkj +
skr
2 · t

k
r = 1

2 (s
k
1t

k
1 +sk2t

k
2 +sk3t

k
3) = 2l−k−1q. So we complete

the induction.
Letting k = l in (8), we obtain 1 = sl1 + sl2 + sl3 and q = sl1t

l
1 + sl2t

l
2 + sl3t

l
3.

Because sl1, s
l
2, s

l
3 are nonnegative integers, the equality 1 = sl1 + sl2+ sl3 implies

sli = 1, slj = slr = 0, and hence q = tli = ql. From this and by construction, we

see that {qk}lk=1 is indeed a (p, q)-mediated sequence. Moreover, by Theorem
11, {qk}lk=1 is minimum. Thus we have proved the correctness of Algorithm
1.

Remark 19. Algorithm 1 can be readily adapted to produce an optimal sim-
ple second-order cone representation for the bivariate weighted geometric mean
inequality xq

1x
p−q
2 ≥ xp

3 with 0 < q < p.

Remark 20. The essence of Algorithm 1 has appeared in the proof of Proposi-
tion 5 of [19] in the context of second-order cone representations for trivariate

weighted geometric mean inequalities xs1
1 xs2

2 xs3
3 ≥ x2l

4 with s1 + s2 + s3 = 2l.

Note that for integers 0 < q < p, L(q, p − q) denotes the cardinality of a
minimum (p, q)-mediated sequence. By Theorem 18 we immediately obtain the
exact value of L(q, p − q), which resolves a conjecture concerning the value of
L(q, p− q) proposed in [18].

Corollary 21. For integers 0 < q < p with (p, q) = 1, it holds

L(q, p− q) = ⌈log2 (p)⌉ . (9)

Corollary 21 allows us to further provide an upper bound on L(s1, . . . , sm).
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Corollary 22. Let s1, . . . , sm ∈ N∗ be a tuple of integers with (s1, . . . , sm) = 1.
Then

L(s1, . . . , sm) ≤ min
σ∈Sm







m−1
∑

i=1









log2





∑m

j=i sσ(j)
(

∑m
j=i sσ(j), sσ(i)

)



















, (10)

where Sm is the symmetry group of {1, . . . ,m}.

Proof. The conclusion follows by iteratively using

xs1
1 · · ·x

sm
m ≥ xŝ

m+1 ⇐⇒ ∃y ≥ 0 s.t. xs1
1 y

∑m
i=2

si ≥ xŝ
m+1, x

s2
2 · · ·x

sm
m ≥ y

∑m
i=2

si

and applying Corollary 21 to the bivariate weighted geometric mean inequality
arising at each iteration.

Example 23. By Corollary 12, L(4, 3, 2) ≥ 4. By Corollary 22, L(4, 3, 2) ≤ 4.
It follows L(4, 3, 2) = 4.

We notice that Algorithm 1 can be readily adapted to produce an optimal

simple second-order cone representation for the inequality xs1
1 xs2

2 xs3
3 ≥ x2l

4 with
s1 + s2 + s3 = 2l, and so obtain the following corollary.

Corollary 24. For integers s1, s2, s3 ∈ N∗ with (s1, s2, s3) = 1, if s1+s2+s3 =
2l for some l ∈ N, then

L(s1, s2, s3) = l. (11)

The minimum mediated sequence produced by Algorithm 1 actually has a
special structure which leads to the next definition.

Definition 25. For integers 0 < q < p with (p, q) = 1, a minimum (p, q)-
mediated sequence A = {q1, . . . , ql} with l = ⌈log2 (p)⌉ is successive if it can be
sorted in such a way that

(1) qi =
qi−1+ti

2 for i = 1, . . . , l,

(2) ql = q,

where ti ∈ {0, p, q, q1, . . . , qi−2} for i = 1, . . . , l and q0 ∈ {p, q}.

Since the minimum mediated sequence output by Algorithm 1 is successive
by construction, we know that successive minimum (p, q)-mediated sequences
exist for any integers 0 < q < p with (p, q) = 1.

A successive minimum mediated sequence has a distinguished property, that
is, it can be represented by a particular “binary tree”. To get a quick flavor
of this fact, let us begin with an illustrative example. Let p = 57, q = 11, and
A = {34, 17, 37, 27, 22, 11}. Noting

34 =
p+ q

2
, 17 =

34

2
, 37 =

17 + p

2
, 27 =

37 + 17

2
, 22 =

27 + 17

2
, q =

22

2
, (12)

12



11

22

27 17

34

p q

17

34

p q

37

p17

34

p q

Figure 2: The binary tree representation of a successive minimum (p, q)-mediated sequence
with p = 57, q = 11.

we see that A is a successive minimum (p, q)-mediated sequence. From (12),
one can easily get the following iterated fraction representation of q:

q =

p+ q

4
+ p

2
+

p+ q

4
2

+
p+ q

4
4

. (13)

The mediated sequence A can be recovered from (13), which is visualized by
the binary tree displayed in Figure 2.

Taking inspirations from the above example, we can construct a binary
tree representation for any successive minimum (p, q)-mediated sequence A =
{qi}li=1, where A is sorted according to Definition 25. For simplicity, we assume
from now on that p, q are both odd2. We shall describe the construction in an
iterative manner. Let T1 be the binary tree consisting of a root node labelled
by q1 along with two children labelled by p and q, respectively. For 2 ≤ i ≤ l,
we iteratively define

Ti =



















C(qi, Ti−1), if qi =
qi−1

2 ,

C(qi, Ti−1, p), if qi =
qi−1+p

2 ,

C(qi, Ti−1, q), if qi =
qi−1+q

2 ,

C(qi, Ti−1, Tj), if qi =
qi−1+qj

2 ,

(14)

where C(qi, Ti−1) denotes the binary tree obtained by adding a root node la-
belled by qi connected to Ti−1 (viewed as a left subtree); C(qi, Ti−1, p) (resp.
C(qi, Ti−1, q)) denotes the binary tree obtained by adding a root node labelled
by qi connected to the left to Ti−1 and to the right to a leaf node labelled by p

2The other cases can be easily converted to this case.
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(resp. q); C(qi, Ti−1, Tj) denotes the binary tree obtained by adding a root node
labelled by qi connected to the left to Ti−1 and to the right to Tj . We then say
that Tl is the binary tree representation of A. For a binary tree representation
T , we can naturally define the height of any node such that the node at the bot-
tom is of height 0. The height of T or its subtree is the height of the root node.
We use p(T ) (resp. q(T )) to denote the set of heights of leaf nodes labelled by
p (resp. q) of T .

Theorem 26. Suppose that T is the binary tree representation of a successive
minimum (p, q)-mediated sequence A. Then the following hold:

(1) The height of T is ⌈log2(p)⌉;

(2) Any leaf node of T is labelled by either p or q;

(3) The root node of T is labelled by q;

(4) The root node of the left subtree of T of height i is labelled by qi;

(5) Any right subtree of T either is a leaf node or coincides with some left
subtree;

(6) The label of any non-leaf node is the average of labels of its children or the
half of the label of its child if there is only one child;

(7)
∑

j∈p(T ) 2
j = q and

∑

j∈q(T ) 2
j = 2⌈log2(p)⌉ − p.

Proof. (1)–(6) are immediate from the construction.
Let l = ⌈log2 (p)⌉ and assume that A = {qi}li=1 is sorted according to Def-

inition 25. For i = 1, . . . , l, let Ti be the left subtree of T with the root node
labelled by qi. We claim that

2iqi =





∑

j∈p(Ti)

2j



 p+





∑

j∈q(Ti)

2j



 q (15)

holds true for all i. Let us prove (15) by induction on i. For i = 1, we have
2q1 = p+ q which is exactly (15). Now assume that (15) is true for i = k ≥ 1.
Then if qk+1 = qk

2 , we have

2k+1qk+1 = 2kqk =





∑

j∈p(Tk)

2j



 p+





∑

j∈q(Tk)

2j



 q

=





∑

j∈p(Tk+1)

2j



 p+





∑

j∈q(Tk+1)

2j



 q;
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if qk+1 = qk+p
2 , we have

2k+1qk+1 = 2kqk + 2kp =





∑

j∈p(Tk)

2j + 2k



 p+





∑

j∈q(Tk)

2j



 q

=





∑

j∈p(Tk+1)

2j



 p+





∑

j∈q(Tk+1)

2j



 q;

if qk+1 = qk+q
2 , we have

2k+1qk+1 = 2kqk + 2kq =





∑

j∈p(Tk)

2j



 p+





∑

j∈q(Tk)

2j + 2k



 q

=





∑

j∈p(Tk+1)

2j



 p+





∑

j∈q(Tk+1)

2j



 q;

if qk+1 = qk+qt
2 , we have

2k+1qk+1 = 2kqk + 2kqt

=





∑

j∈p(Tk)

2j + 2k−t
∑

j∈p(Tt)

2j



 p+





∑

j∈q(Tk)

2j + 2k−t
∑

j∈q(Tt)

2j



 q

=





∑

j∈p(Tk+1)

2j



 p+





∑

j∈q(Tk+1)

2j



 q.

Therefore, (15) is also true for i = k+1, and we complete the induction. Letting

i = l in (15) gives 2⌈log2(p)⌉q =
(

∑

j∈p(T ) 2
j
)

p+
(

∑

j∈q(T ) 2
j
)

q, from which we

deduce
∑

j∈p(T ) 2
j = q and

∑

j∈q(T ) 2
j = 2⌈log2(p)⌉ − p.

By virtue of Theorem 26, we are able to enumerate all successive minimum
(p, q)-mediated sequences for given p, q via traversing the related binary tree
representations. We emphasize that Property (7) stated in Theorem 26 is crucial
to reduce the search space of valid binary tree representations.

5 Algorithms

In this section, we study algorithms for computing simple second-order cone
representations of weighted geometric mean inequalities. Unlike the bivariate
case treated in the previous section, computing optimal simple second-order
cone representations for general weighted geometric mean inequalities seems a
notoriously difficult problem. Therefore, we are mostly interested in efficient
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heuristic algorithms that can produce approximately optimal simple second-
order cone representations. We will propose two types of fast heuristic algo-
rithms in Section 5.1, and then extend them to certain “traversal-style” algo-
rithms in Section 5.2. For completeness and comparison, a brute-force algorithm
for computing optimal simple second-order cone representations is provided in
Section 5.3. Finally, we evaluate all these algorithms via numerical experiments
in Section 5.4.

5.1 Fast heuristic algorithms

Our heuristic algorithms rely on a simple result which is stated in the following
lemma.

Lemma 27 ([17], Lemma 1). Let s1, . . . , sm ∈ N∗ be a tuple of integers. Then
for a pair i, j ∈ {1, . . . ,m} and for any γ ∈ N with 0 < γ ≤ min {si, sj}, one
has

m
∏

k=1

xsk
k ≥ xŝ

m+1 ⇐⇒ ∃y ≥ 0 s.t. xsi−γ
i x

sj−γ

j y2γ
m
∏

k=1
k 6=i,j

xsk
k ≥ xŝ

m+1, xixj ≥ y2.

Suppose that we are given the inequality
∏m

k=1 x
sk
k ≥ xŝ

m+1 and let l =

⌈log2 (ŝ)⌉. Let us multiply
∏m

k=1 x
sk
k ≥ xŝ

m+1 by x
2l−ŝ
m+1 to obtain

∏m

k=1 x
sk
k x2l−ŝ

m+1 ≥

x2l

m+1 so that the exponent of xm+1 is a power of 2. Now we claim that if the ex-
ponent of xm+1 is a power of 2, then we are able to obtain a simple second-order
cone representation for the weighted geometric mean inequality by iteratively
applying Lemma 27 with appropriate i, j and γ as detailed in Algorithm 2. Note
that Algorithm 2 terminates when the tuple s1, . . . , sm reduces to two nonzero
numbers, each being 2l−1.

Algorithm 2

Input: A tuple of positive integers s1, . . . , sm with (s1, . . . , sm) = 1
Output: A configuration {(ik, jk, tk)}k that determines a simple second-order

cone representation for xs1
1 · · ·x

sm
m ≥ xŝ

m+1

1: l← ⌈log2 (ŝ)⌉, t← m+ 1, m← m+ 1, sm ← 2l − ŝ;
2: S ← ∅;
3: repeat
4: Select a pair i, j ∈ {1, . . . ,m} and an integer γ satisfying 0 < γ ≤

min {si, sj};
5: m← m+ 1, si ← si − γ, sj ← sj − γ, sm ← 2γ;
6: S ← S ∪ {(i, j,m)};
7: until γ = 2l−1

8: return S ∪ {(i, j, t)};

In the following, we propose two strategies to guide us in selecting such
a pair i, j and the factor γ at Step 4 of Algorithm 2. For an integer r, let
Ω(r) be the set of exponents of 2 involved in the binary representation of r,
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and let ∆(r) := min Ω(r) be the minimal exponent of 2 involved in the binary
representation of r. For example, with r = 7, one has Ω(r) = {0, 1, 2} and
∆(r) = 0.

Theorem 28 (cf. [17], Proposition 1). If we select the pair i, j satisfying Ω(si)∩
Ω(sj) 6= ∅ and let γ =

∑

k∈Ω(si)∩Ω(sj)
2k at Step 4, then Algorithm 2 terminates.

Proof. As s1 + · · · + sm = 2l holds true at Step 4, we can find a pair i, j such
that ∆(si) = ∆(sj) and so Ω(si) ∩ Ω(sj) 6= ∅. Let us consider the quantity
h :=

∑m

i=1 |Ω(si)|. After one iteration, si, sj are replaced by si − γ, sj − γ, and
2γ is added to the tuple. We then see that h decreases by |Ω(si) ∩ Ω(sj)| ≥ 1
at each iteration. It follows that the condition γ = 2l−1 is satisfied in at most
∑m

i=1 |Ω(si)| − 2 iterations. Therefore, Algorithm 2 terminates.

Corollary 29. Let s1, . . . , sm ∈ N∗ be a tuple of integers with (s1, . . . , sm) = 1.
Then

L(s1, . . . , sm) ≤
m
∑

i=1

|Ω(si)| − 1. (16)

Proof. The proof of Theorem 28 immediately implies that Algorithm 2 yields a
simple second-order cone representation for xs1

1 · · ·x
sm
m ≥ xŝ

m+1 of size at most
∑m

i=1 |Ω(si)| − 1, from which we get the desired inequality.

Theorem 30. If we select the pair i, j such that ∆(si) = ∆(sj) = min {∆(sk)}mk=1,
and let γ = min {si, sj} at Step 4, then Algorithm 2 terminates.

Proof. As s1 + · · · + sm = 2l holds true at Step 4, we can find a pair i, j such
that ∆(si) = ∆(sj) = min {∆(sk)}mk=1 and so ∆(si − sj) −∆(sj) ≥ 1. Let us
consider the quantity h :=

∑m
i=1(l−∆(si)) (set ∆(0) := l). After one iteration,

si, sj are replaced by max {si, sj} − min {si, sj}, 0, and 2min {si, sj} is added
to the tuple. We then see that h decreases by 1 + ∆(si − sj) − ∆(sj) ≥ 2 at
each iteration. It follows that the condition γ = 2l−1 is satisfied in at most
1
2

∑m

i=1(l −∆(si))− 1 iterations. Therefore, Algorithm 2 terminates.

Corollary 31. Let s1, . . . , sm ∈ N∗ be a tuple of integers with (s1, . . . , sm) = 1
and let l = ⌈log2 (ŝ)⌉. Then

L(s1, . . . , sm) ≤
1

2

m
∑

i=1

(l −∆(si)) . (17)

Proof. The proof of Theorem 30 immediately implies that Algorithm 2 yields a
simple second-order cone representation for xs1

1 · · ·x
sm
m ≥ xŝ

m+1 of size at most
1
2

∑m
i=1(l −∆(si)). Thus we get the desired inequality.

Theorems 28 and 30 allow us to find an approximately optimal simple second-
order cone representation for a weighted geometric mean inequality by imple-
menting greedy strategies at each iteration of the loop in Algorithm 2:
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(1) selecting the pair i, j to maximize |Ω(si)∩Ω(sj)| and letting γ =
∑

k∈Ω(si)∩Ω(sj)
2k

(hereafter referred to as the greedy-common-one strategy), or alternatively,

(2) selecting the pair i, j to maximize ∆(si−sj) with ∆(si) = ∆(sj) = min {sk}mk=1

and letting γ = min {si, sj} (hereafter referred to as the greedy-power-two
strategy).

Remark 32. Algorithm 2 that employs the greedy-common-one strategy has
been used to compute simple second-order cone representations for weighted ge-
ometric mean inequalities xs1

1 · · ·x
sm
m ≥ xŝ

m+1 with ŝ = 2l in [17].

The following lemmas whose proofs are straightforward allow us to further
enhance the performance of Algorithm 2.

Lemma 33. Let s1, . . . , sm ∈ N∗ be a tuple of integers. Assume sm = max {si}mi=1

and l = ⌈log2 (ŝ)⌉. Then,

m
∏

k=1

xsk
k ≥ xŝ

m+1 ⇐⇒ ∃y ≥ 0 s.t.



















∏m−1
k=1 xsk

k ≥ y
ŝ
2 , xmy ≥ x2

m+1, if sm = ŝ
2 ;

∏m−1
k=1 xsk

k x2sm−ŝ
m+1 ≥ ysm , xmy ≥ x2

m+1, if ŝ
2 < sm ≤ 2l−1;

∏m−1
k=1 xsk

k xsm−2l−1

m x2l−ŝ
m+1 ≥ y2

l−1

, xmy ≥ x2
m+1, if sm > 2l−1, ŝ < 2l;

∏m−1
k=1 xsk

k xsm−2l−1

m ≥ y2
l−1

, xmy ≥ x2
m+1, if sm > 2l−1, ŝ = 2l.

Lemma 34. Let s1, . . . , sm ∈ N∗ be a tuple of integers and assume s1 = s2.
Then,

m
∏

k=1

xsk
k ≥ xŝ

m+1 ⇐⇒ ∃y ≥ 0 s.t.

m
∏

k=3

xsk
k y2s2 ≥ xŝ

m+1, x1x2 ≥ y2.

Lemma 35. Let s1, . . . , sm ∈ N∗ be a tuple of integers. Assume l = ⌈log2 (ŝ)⌉
and s1 is the unique odd number among s1, . . . , sm, which satisfies s1 ≤ 2l − ŝ.
Then,

m
∏

k=1

xsk
k ≥ xŝ

m+1 ⇐⇒ ∃y ≥ 0 s.t.

m
∏

k=2

x
sk
2

k ys1 ≥ x
ŝ+s1

2

m+1 , x1xm+1 ≥ y2.

By invoking any of Lemmas 33–35 if appliable, we get either a reduction of
ŝ by a factor 2 or a decrease of m by 1 at the price of one quadratic inequality.
We thereby embed Lemmas 33–35 into Algorithm 2 as detailed in Algorithm 3.

5.2 Traversal algorithms

Instead of considering only the “maximal” pair at each iteration (Step 4 of Algo-
rithm 2), we may take into account all pairs i, j such that Ω(si)∩Ω(sj) 6= ∅ (here-
after referred to as the common-one strategy) or ∆(si) = ∆(sj) = min {sk}mk=1

(hereafter referred to as the power-two strategy). Such traversal algorithms en-
able us to obtain a simple second-order cone representation of possibly smaller
size for a weighted geometric mean inequality by spending more time.
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Algorithm 3 Heuristic(s1, . . . , sm; t = m+ 1)

Input: A tuple of nonnegative integers s1, . . . , sm and a positive integer t equal-
ing m+ 1 by default

Output: A configuration {(ik, jk, tk)}k that determines a simple second-order
cone representation for xs1

1 · · ·x
sm
m ≥ xŝ

t

1: if t = m+ 1 then
2: m← m+ 1, sm ← 0;
3: end if
4: l← ⌈log2 (ŝ)⌉;
5: if ∃i, j ∈ {1, . . . ,m} such that si = sj > 0 then
6: if si 6= 2l−1 then
7: m← m+ 1, sm ← 2si, si ← 0, sj ← 0;
8: return Heuristic(s1, . . . , sm; t) ∪ {(i, j,m)};
9: else

10: return {(i, j, t)};
11: end if
12: end if
13: Find k ∈ {1, . . . ,m} such that sk = max {si}mi=1;
14: if 2sk ≥ ŝ then
15: if 2sk = ŝ then
16: sk ← 0;
17: else if sk ≤ 2l−1 then
18: st ← 2sk − ŝ, sk ← 0;
19: else if ŝ < 2l then
20: st ← 2l − ŝ, sk ← sk − 2l−1;
21: else
22: sk ← sk − 2l−1;
23: end if
24: return Heuristic(s1, . . . , sm;m+ 1) ∪ {(k,m+ 1, t)};
25: end if
26: if argmin {∆(si)}mi=1 = {r} and sr ≤ 2l − ŝ then
27: m← m+ 1, sm ← 2sr, sr ← 0;
28: return Heuristic(s1, . . . , sm; t) ∪ {(r, t,m)};
29: end if
30: st ← 2l − ŝ;
31: if ∃i ∈ {1, . . . ,m}, i 6= t such that st = si > 0 then
32: m← m+ 1, sm ← 2si, si ← 0, st ← 0;
33: return Heuristic(s1, . . . , sm; t) ∪ {(i, t,m)};
34: end if
35: Select a pair i, j ∈ {1, . . . ,m} and an integer γ satisfying 0 < γ ≤

min {si, sj};
36: m← m+ 1, sm ← 2γ, si ← si − γ, sj ← sj − γ;
37: return Heuristic(s1, . . . , sm; t) ∪ {(i, j,m)};
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5.3 A brute-force algorithm

Besides the heuristics aiming to efficiently produce approximately optimal sim-
ple second-order cone representations, we also propose a brute-force algorithm
to compute an exact optimal simple second-order cone representation for a
weighted geometric mean inequality.

Let the configuration {(ik, jk,m + k)}nk=1 determine a simple second-order
cone representation for xs1

1 · · ·x
sm
m ≥ xŝ

m+1 (equivalently, an (A ,αm+1)-mediated
set with A = {αi}mi=1 being a trellis and αm+1 =

∑m

i=1
si
ŝ
αi) so that (2) holds.

Denote the coefficient matrix of (2) by C and let A = [α1, . . . ,αm+n]
⊺ with

αi’s being viewed as column vectors, so that we can rewrite (2) in matrix form
as CA = 0. By construction, the equality

∑m

i=1 siαi = ŝαm+1 is implied by
(2), which means that the vector (s1, . . . , sm,−ŝ, 0, . . . , 0) belongs to the row
space of C, i.e., there exist γ1, . . . , γn ∈ Q such that (s1, . . . , sm,−ŝ, 0, . . . , 0) =
∑n

t=1 γtct with {ct}
n
t=1 being the row vectors of C. It follows that the following

linear system in variables γ1, . . . , γn admits a rational solution:










∑

it=k γt +
∑

jt=k γt = sk, k = 1, . . . ,m,
∑

it=k γt +
∑

jt=k γt = 2γ1 − ŝ, k = m+ 1,
∑

it=k γt +
∑

jt=k γt = 2γk−m, k = m+ 2, . . . ,m+ n.

(18)

Conversely, if the linear system (18) admits a rational solution for some config-
uration {(ik, jk,m+ k)}nk=1, then this configuration gives rise to (2) and hence
determines an (A ,αm+1)-mediated set with αm+1 =

∑m
i=1

si
ŝ
αi as well as a

simple second-order cone representation for xs1
1 · · ·x

sm
m ≥ xŝ

m+1. Building upon
these facts, we give the brute-force algorithm for computing optimal simple
second-order cone representations in Algorithm 4.

Algorithm 4 Bruteforce(s1, . . . , sm)

Input: A tuple of positive integers s1, . . . , sm with (s1, . . . , sm) = 1
Output: A configuration {(ik, jk,m+k)}nk=1 that determines an optimal simple

second-order cone representation for xs1
1 · · ·x

sm
m ≥ xŝ

m+1

1: n← max {⌈log2 (ŝ)⌉ ,m− 1}; # Remark 14
2: Enumerate all legitimate configurations {(ik, jk,m + k)}nk=1 which are de-

noted by Tm,n;
3: for each S in Tm,n do
4: if The system (18) is feasible then
5: return S;
6: end if
7: end for
8: n← n+ 1;
9: goto Step 2;

The most expensive part of Algorithm 4 is Step 2 as for given m,n, the
number of legitimate configurations {(ik, jk,m + k)}nk=1 might be very large.
In order to speed up the enumeration, we thereby impose some conditions on
legitimate configurations, which are stated in the following proposition.
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Proposition 36. There is no loss of generality in assuming that any legitimate
configuration {(ik, jk,m+ k)}nk=1 satisfies the following conditions:

(1) {1, . . . ,m} ∪ {m+ 2, . . . ,m+ n} ⊆ ∪nk=1{ik, jk};

(2) ik < jk;

(3) ik, jk 6= m+ k;

(4) (ik1
, jk1

) 6= (ik2
, jk2

) if k1 6= k2;

(5) {ik1
, jk1

,m+ k1} 6= {ik2
, jk2

,m+ k2} if k1 6= k2;

(6) tk ≥ m+ k + 1 for k = 1, . . . , n− 1;

(7) i1 ≤ m, j1 = m+ 2 or i1 = m+ 2, j1 = m+ 3;

(8) ik ≤ tk−1, jk ≤ tk−1 + 1 or ik = tk−1 + 1, jk = tk−1 + 2 for k = 2, . . . , n,

where tk := max {j1, . . . , jk} for k = 1, . . . , n− 1.

Proof. (1) follows from the proof of Theorem 6. (2)–(5) are immediate from the
definition. (6) is due to the fact that we are seeking a configuration of minimum
size, and if tk < m+ k + 1 for some k ∈ {1, . . . , n− 1}, then {(il, jl,m+ l)}kl=1

is a configuration of smaller size. (7)–(8) are because we can arbitrarily label
the auxiliary variables xm+2, . . . , xm+n.

Table 1 shows the cardinality of Tm,n derived from Proposition 36 for dif-
ferent (m,n). We could see that |Tm,n| grows rapidly with m,n. However, for
each (m,n), the set Tm,n needs to be computed just once and then can be used
forever.

Table 1: The number of configurations that satisfy the conditions in Proposition 36.

(m,n) (3, 2) (3, 3) (3, 4) (3, 5) (3, 6) (4, 3) (4, 4) (4, 5) (4, 6)

|Tm,n| 3 48 828 17178 419559 18 588 17016 514524

5.4 Numerical experiments

The algorithms discussed above were implemented in the Julia package MiniSOC,
which is available at https://github.com/wangjie212/MiniSOC. Numerical ex-
periments were performed on a desktop computer with Windows 10 system,
Intel(R) Core(TM) i9-10900 CPU@2.80GHz and 32G RAM.

5.4.1 Evaluating different heuristic algorithms

To test the perfomance of different heuristic algorithms, we run them on the
partitions s1 + · · · + sm of the integer ŝ = 83. The partitions are restricted to
be of length m = 3, 4, 5, 6 and satisfy (s1, . . . , sm) = 1. We denote Algorithm
3 implementing the greedy-common-one strategy (resp. the greedy-power-two
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strategy) by GreedyCommone (resp. GreedyPowertwo); we denote the traver-
sal algorithm implementing the common-one strategy (resp. the power-two
strategy) by TraversalCommone (resp. TraversalPowertwo). The results are
reported in Table 2. The data in Table 2 show that: (1) the greedy algo-
rithms are significantly faster than the traversal algorithms when m ≥ 5; (2)
the traversal algorithms may produce simple second-order cone representations
of smaller size than the greedy algorithms; (3) GreedyPowertwo not only runs
faster than GreedyCommonebut also produces simple second-order cone represen-
tations of smaller size, and similar statement also applies to TraversalPowertwo
and TraversalCommone.

Table 2: Comparison of heuristic algorithms with ŝ = 83. For each m, the first column
indicates the sum of sizes of simple second-order cone representations over partitions of length
m, and the second column indicates the total running time in seconds. The symbol - means
running time > 1 day.

Algorithm m = 3 m = 4 m = 5 m = 6

GreedyPowertwo 4567 0.001 37996 0.01 196262 0.11 697083 0.40

GreedyCommone 4695 0.025 39625 0.35 204927 2.36 728705 10.3

TraversalPowertwo 4561 0.007 37648 0.25 192654 9.82 681705 90.0

TraversalCommone 4660 0.311 38894 1074 - - - -

We mention that for m = 3, 4, 5, 6, the number of different partitions of 83
are 574, 4109, 18487, 58767, respectively, and the average sizes of second-order
cone representations produced by the algorithm GreedyPowertwo are 8.0, 9.2,
10.6, 11.9, respectively.

To further compare the algorithm GreedyPowertwowith GreedyCommone, we
generate random integers s1, . . . , sm ∈ (0, 10t) with m = 10. The related results
are reported in Table 3, which confirms our observation that GreedyPowertwo
not only runs faster than GreedyCommone (by a factor ∼ 100) but also produces
second-order cone representations of smaller size.

5.4.2 Comparison with optimal simple second-order cone represen-
tations

We provide the sizes of optimal simple second-order cone representations for
trivariate weighted geometric mean inequalities xs1

1 xs2
2 xs3

3 ≥ xŝ
4 with ŝ ≤ 15 in

Table 4, which are obtained with the brute-force algorithm (Algorithm 4).
According to Table 4, we emphasize that the four heuristic algorithms pro-

duce optimal simple second-order cone representations for all trivariate weighted
geometric mean inequalities xs1

1 xs2
2 xs3

3 ≥ xŝ
4 with ŝ ≤ 15 but 4 instances cor-

responding to (s1, s2, s3) = (5, 4, 3), (7, 3, 2), (6, 5, 3), (11, 2, 1), respectively.
For (s1, s2, s3) = (5, 4, 3), (7, 3, 2) and (11, 2, 1), the four heuristic algorithms
yield simple second-order cone representations of size 5, while the optimal size
is 4; for (s1, s2, s3) = (6, 5, 3), GreedyCommone and TraversalCommone yield
simple second-order cone representations of size 6, and GreedyPowertwo and
TraversalPowertwo yield simple second-order cone representations of size 5,
while the optimal size is 4.
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Table 3: Results of GreedyPowertwo and GreedyCommone on random instances. Each t corre-
sponds to three different random trials. For each algorithm, the first column indicates the
size of second-order cone representation, and the second column indicates the running time
in seconds.

t GreedyPowertwo GreedyCommone

10 91 0.0002 98 0.02

90 0.0002 112 0.02

91 0.0002 114 0.02

12 107 0.0002 135 0.03

109 0.0003 119 0.03

108 0.0003 121 0.04

14 133 0.0004 139 0.04

122 0.0003 155 0.04

128 0.0003 136 0.05

16 146 0.0004 179 0.07

140 0.0004 152 0.06

146 0.0004 195 0.07

6 Applications

In this section, we give three applications of the proposed algorithm GreedyPowertwo

in polynomial optimization, matrix optimization, quantum information, re-
spectively. All numerical experiments were performed on a desktop computer
with Windows 10 system, Intel(R) Core(TM) i9-10900 CPU@2.80GHz and 32G
RAM.

6.1 SONC optimization

Let R[x] = R[x1, . . . , xn] be the ring of real n-variate polynomials. For α =
(αi)i ∈ Nn, let xα := xα1

1 · · ·x
αn
n . Suppose that A = {α1, . . . ,αn+1} ⊆ (2N)n

is a trellis. A polynomial f =
∑n+1

i=1 cix
αi − dxβ ∈ R[x] is called a circuit

polynomial if ci > 0 for i = 1, . . . , n + 1 and β ∈ conv(A )◦ ∩ Nn [16]. The
nonnegativity of a circuit polynomial f on Rn can be easily verified by

f ≥ 0 ⇐⇒

{

d < 0 or
∏n+1

i=1 (ci/λi)
λi ≥ d ≥ 0, if β ∈ (2N)n,

∏n+1
i=1 (ci/λi)

λi ≥ |d|, if β /∈ (2N)n,
(19)

where (λi)
n+1
i=1 ∈ Qn+1

+ are the barycentric coordinates of β with respect to A

satisfying β =
∑n+1

i=1 λiαi and
∑n+1

i=1 λi = 1. Note that the conditions in (19)

admit second-order cone representations as the inequalities
∏n+1

i=1 (ci/λi)
λi ≥

d ≥ 0 are equivalent to

∃y ≥ 0 s.t.

n+1
∏

i=1

cλi

i ≥ y, d

n+1
∏

i=1

λλi

i = y, (20)
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Table 4: Sizes of optimal simple second-order cone representations for trivariate weighted geometric mean inequalities x
s1

1
x
s2

2
x
s3

3
≥ xŝ

4
(labelled by

(s1, s2, s3)) with ŝ ≤ 15. We exclude the cases ŝ = 4, 8 in view of Corollary 24.

ŝ = 3
(1, 1, 1)

3

ŝ = 5
(2, 2, 1) (3, 1, 1)

4 4

ŝ = 6
(3, 2, 1) (4, 1, 1)

3 3

ŝ = 7
(3, 2, 2) (3, 3, 1) (4, 2, 1) (5, 1, 1)

4 4 3 4

ŝ = 9
(4, 3, 2) (4, 4, 1) (5, 2, 2) (5, 3, 1) (6, 2, 1) (7, 1, 1)

4 5 5 5 4 5

ŝ = 10
(4, 3, 3) (5, 3, 2) (5, 4, 1) (6, 3, 1) (7, 2, 1) (8, 1, 1)

4 4 4 4 4 4

ŝ = 11
(4, 4, 3) (5, 3, 3) (5, 4, 2) (5, 5, 1) (6, 3, 2) (6, 4, 1) (7, 2, 2) (7, 3, 1) (8, 2, 1) (9, 1, 1)

5 5 4 5 4 4 5 5 4 5

ŝ = 12
(5, 4, 3) (5, 5, 2) (6, 5, 1) (7, 3, 2) (7, 4, 1) (8, 3, 1) (9, 2, 1) (10, 1, 1)

4 4 4 4 4 4 4 4

ŝ = 13

(5, 4, 4) (5, 5, 3) (6, 4, 3) (6, 5, 2) (6, 6, 1) (7, 3, 3) (7, 4, 2) (7, 5, 1) (8, 3, 2) (8, 4, 1)

5 5 4 5 5 5 4 5 4 4

(9, 2, 2) (9, 3, 1) (10, 2, 1) (11, 1, 1)

5 5 5 5

ŝ = 14

(5, 5, 4) (6, 5, 3) (7, 4, 3) (7, 5, 2) (7, 6, 1) (8, 3, 3) (8, 5, 1) (9, 3, 2) (9, 4, 1) (10, 3, 1)

4 4 4 4 4 4 4 5 4 5

(11, 2, 1) (12, 1, 1)

4 4

ŝ = 15

(6, 5, 4) (7, 4, 4) (7, 5, 3) (7, 6, 2) (7, 7, 1) (8, 4, 3) (8, 5, 2) (8, 6, 1) (9, 4, 2) (9, 5, 1)

5 5 6 5 5 4 4 4 4 5

(10, 3, 2) (10, 4, 1) (11, 2, 2) (11, 3, 1) (12, 2, 1) (13, 1, 1)

5 4 5 5 4 5

2
4



and the inequality
∏n+1

i=1 (ci/λi)
λi ≥ |d| is equivalent to

∃y ≥ 0 s.t.

n+1
∏

i=1

cλi

i ≥ y, |d|
n+1
∏

i=1

λλi

i ≤ y. (21)

One can certify the nonnegativity of a polynomial f by decomposing it into a
sum of nonnegative circuit polynomials (SONC). Furthermore, one can provide
a lower bound on the global minimum of f by solving the following SONC
optimization problem:

{

sup γ

s.t. f − γ is a SONC.
(22)

By virtue of (20)–(21), (22) can be further modeled as a second-order cone
program; see [18] for more details.

We select 30 randomly generated polynomials from the database provided by
Seidler and de Wolff in [23], and solve the related SONC optimization problem
(22) with the SOCP solver Mosek 9.03. For each instance, we use two algo-
rithms to generate the required second-order cone representations: GreedyPowertwo
and the one proposed in the paper [17]. The results are reported in Table 5.
It is evident that the approach with GreedyPowertwo is more efficient than the
one with the algorithm from [17], sometimes by orders of magnitude.

6.2 Matrix optimization

6.2.1 Semidefinite representation for matrix geometric mean

For A ∈ Sn
++, B ∈ Sn

+ and λ ∈ [0, 1], the λ-weighted geometric mean of A and
B is defined by

Gλ(A,B) = A#λB := A
1
2

(

A− 1
2BA− 1

2

)λ

A
1
2 .

It can be shown that a second-order cone representation drawn from a succes-
sive minimum mediated sequence for a scalar geometric mean can be lifted to a
semidefinite representation for the corresponding matrix geometric mean. That
means, Algorithm 1 can be readily adapted to produce a semidefinite represen-
tation for the matrix geometric mean Gλ when λ is a rational number.

Theorem 37. Let λ = q
p
with p, q ∈ N∗, 0 < q < p and (p, q) = 1. Suppose that

the scalar geometric mean inequality x1−λ
1 xλ

2 ≥ x3 admits a second-order cone
representation drawn from a successive minimum mediated sequence: xaxb ≥
x2
4, xi−1xki

≥ x2
i , i = 5, . . . , l, where a, b ∈ {1, 2, 3}, ki ∈ {1, 2, . . . , i − 2},

l = ⌈log2(p)⌉ + 3, and xl = x3. Then the matrix geometric mean Gλ admits a

3The computation was performed with the Julia package SONCSOCP which is available at
https://github.com/wangjie212/SONCSOCP.

25

https://github.com/wangjie212/SONCSOCP


Table 5: Results for the SONC optimization problem (22). n, d, t denote the number of
variables, the degree, the number of terms of the polynomial f , respectively; the column
labelled by “opt” indicates the optimum; the columns labelled by “W” and “K-B-G” indicate
the running time in seconds of the approaches with GreedyPowertwo and the algorithm from
[17], respectively.

(n, d, t) opt W K-B-G

(10, 40, 100) 5.4251 0.35 1.55

(10, 40, 200) 7.7161 0.78 3.26

(10, 40, 300) 38.662 1.15 4.73

(10, 50, 100) 0.1972 0.35 1.73

(10, 50, 200) 4.8642 0.91 4.00

(10, 50, 300) 7.0048 1.41 6.09

(10, 60, 100) 2.5232 0.43 2.57

(10, 60, 200) 26.017 1.04 4.92

(10, 60, 300) 23.417 1.76 8.27

(20, 40, 100) 2.8614 0.47 9.90

(20, 40, 200) 9.8565 1.21 24.0

(20, 40, 300) 1.9062 2.20 35.6

(20, 50, 100) 2.1435 0.53 12.9

(20, 50, 200) 8.1728 1.46 26.8

(20, 50, 300) 14.922 2.61 49.2

(20, 60, 100) 4.8874 0.59 16.1

(20, 60, 200) 3.0012 1.60 36.7

(20, 60, 300) 10.640 2.87 59.7

(30, 40, 100) 1.3083 0.86 45.2

(30, 40, 200) 3.3180 2.39 126

(30, 40, 300) 9.3044 4.07 198

(30, 50, 100) 3.3983 1.03 80.1

(30, 50, 200) 6.0753 2.79 186

(30, 50, 300) 1.9555 5.08 279

(30, 60, 100) 0.3946 1.17 83.6

(30, 60, 200) 5.8770 2.99 200

(30, 60, 300) 6.8931 4.97 348

(40, 50, 100) 3.3078 1.72 266

(40, 50, 200) 4.7519 5.50 779

(40, 50, 300) 2.9359 9.37 1142
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semidefinite representation:

{(X1, X2, T ) ∈ Sn
++ × Sn

+ × Sn | Gλ(X1, X2) � T } =
{

(X1, X2, T ) ∈ Sn
++ × Sn

+ × Sn

∣

∣

∣

∣

∃{Xi}
l
i=3 ⊆ Sn s.t. X3 = Xl � T and

[

Xa X4

X4 Xb

]

� 0,

[

Xi−1 Xi

Xi Xki

]

� 0 for i = 5, . . . , l

}

.

Proof. By adapting the proof of [22, Theorem 4.4], one can show that the matrix
geometric mean Gλ satisfies the following extremal property:

Gλ(X1, X2) = max
�

{

X ∈ Sn
+

∣

∣

∣

∣

∃{Xi}
l
i=3 ⊆ Sn s.t. X3 = Xl = X and

[

Xa X4

X4 Xb

]

� 0,

[

Xi−1 Xi

Xi Xki

]

� 0 for i = 5, . . . , l

}

,

where max� takes the largest element with respect to the Löwner ordering (i.e.,
A � B if and only if A−B � 0). The desired conclusion then easily follows.

Corollary 38. Let λ = q
p
with p, q ∈ N∗, 0 < q < p and (p, q) = 1. Then Gλ

admits a semidefinite representation with ⌈log2(p)⌉ linear matrix inequalities of
size 2n× 2n and one linear matrix inequality of size n× n.

Remark 39. As a comparison, the semidefinite representation for Gλ provided
in [11, 22] needs as many as 2 ⌈log2(p)⌉ − 1 linear matrix inequalities of size
2n× 2n and one linear matrix inequality of size n× n.

6.2.2 Semidefinite representation for the multivariate generalization
of Lieb’s function

Given (λi)
m
i=1 ∈ Qm

+ with
∑m

i=1 λi = 1, the multivariate generalization of Lieb’s
function is defined by

(A1, . . . , Am) ∈ Sn1

+ × · · · × Snm

+ 7→ Aλ1

1 ⊗ · · · ⊗ Aλm

m ∈ Sn1···nm

+ , (23)

where ⊗ denotes the Kronecker product of matrices. We are able to give a
semidefinite representation for (23) by iteratively using

Aλ1

1 ⊗· · ·⊗A
λm
m � T ⇐⇒ ∃S ∈ Sn1n2

+ s.t.

{

A
λ1

λ1+λ2

1 ⊗A
λ2

λ1+λ2

2 � S,

Sλ1+λ2 ⊗Aλ3

3 ⊗ · · · ⊗Aλm
m � T,

and applying Corollary 38 to

A1−λ ⊗Bλ = (A⊗ I)#λ(I ⊗B), (24)

where I denotes the identity matrix of appropriate size.
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Let us consider the following trace optimization problem:















sup
w1,w2,w3

tr
(

(w1A1 +A2)
λ1 ⊗ (w2A3 +A4)

λ2 ⊗ (w3A5 +A6)
λ3

)

s.t. w1 + w2 + w3 = 1,

w1, w2, w3 ≥ 0,

(25)

where (λi)
3
i=1 ∈ Q3

+ with
∑3

i=1 λi = 1, and A1, . . . , A6 ∈ Sn
+ are randomly

generated positive definite matrices. By introducing a matrix variable T , this
problem is equivalent to























sup
w1,w2,w3

tr(T )

s.t. (w1A1 +A2)
λ1 ⊗ (w2A3 +A4)

λ2 ⊗ (w3A5 +A6)
λ3 � T,

w1 + w2 + w3 = 1,

w1, w2, w3 ≥ 0.

(26)

We can further convert (26) into a semidefinite program (SDP) using the semidef-
inite representation for (23). In Table 6, we present the results of solving (25)
with different (λ1, λ2, λ3) and n = 2, 34. Here Mosek 9.0 serves as the SDP
solver.

Table 6: Results for the trace optimization problem (23). For each n, “opt” means the
optimum, and “time” means the running time in seconds.

(λ1, λ2, λ3)
n = 2 n = 3

opt time opt time

(49 ,
3
9 ,

2
9 ) 4.656 0.03 10.46 2.38

( 8
15 ,

4
15 ,

3
15 ) 4.621 0.03 8.976 2.07

(2544 ,
10
44 ,

9
44 ) 5.054 0.05 9.474 3.13

(3783 ,
24
83 ,

22
83 ) 5.065 0.06 10.39 4.31

( 72
169 ,

47
169 ,

40
169 ) 4.579 0.07 10.03 5.57

(159278 ,
64
278 ,

55
278 ) 4.972 0.07 9.801 7.12

(212453 ,
133
453 ,

108
453 ) 4.039 0.07 9.188 5.92

(391882 ,
280
882 ,

211
882 ) 4.755 0.08 9.654 7.08

6.3 Quantum information

Building on simple second-order cone representations for bivariate weighted ge-
ometric means, Fawzi and Saunderson provided semidefinite representations for
several matrix functions arising from quantum information [11]. We record their
results below.

Suppose that A ∈ Sn
+, B ∈ Sm

+ are positive definite matrices and λ is a
rational number in (0, 1). The semidefinite representation for Lieb’s function

4The script is available at https://github.com/wangjie212/MiniSOC.
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Fλ(A,B) := tr(K⊺A1−λKBλ) (K ∈ Rn×m are fixed) can be obtained via

tr(K⊺A1−λKBλ) ≥ t ⇐⇒ ∃T ∈ Snm
+ s.t.

{

A1−λ ⊗Bλ � T,

vec(K)⊺Tvec(K) ≥ t,
(27)

where vec(K) is a column vector of size nm obtained by concatenating the
rows of K. The semidefinite representation for the Tsallis entropy Sλ(A) :=
1
λ
tr(A1−λ −A) can be obtained via

1

λ
tr(A1−λ −A) ≥ t ⇐⇒ ∃T ∈ Sn s.t.

{

A#λI � T,
1
λ
tr(T −A) ≥ t,

(28)

where I is the identity matrix of appropriate size. Assuming n = m, the
semidefinite representation for the Tsallis relative entropy Sλ(A‖B) := 1

λ
tr(A−

A1−λBλ) can be obtained via

1

λ
tr(A−A1−λBλ) ≤ t ⇐⇒ ∃s ∈ R s.t.

{

tr(A1−λBλ) ≥ s,
1
λ
(tr(A) − s) ≤ t.

(29)

Notice that tr(A1−λBλ) is Lieb’s function Fλ(A,B) with K ∈ Rn×n being the
identity matrix.

Remark 40. Because of Corollary 38, we can construct semidefinite repre-
sentations of smaller size for Lieb’s function, the Tsallis entropy, the Tsallis
relative entropy than the semidefinite representations given in [11].

Now let us consider the following maximum entropy optimization problem
(also tested in [11]):















sup
wi

Sλ (
∑m

i=1 wiAi)

s.t.
∑m

i=1 wi = 1,

wi ≥ 0, i = 1, . . . ,m,

(30)

where A1, . . . , Am ∈ Sn
+ are fixed positive semidefinite matrices of trace one. In

Table 7 we present numerical results of solving (30) with m = 10, n = 20, 40 and
different λ5. The results were obtained with the SDP solver Mosek 9.0. For
each instance, we use two algorithms to generate the required second-order cone
representations: GreedyPowertwo and the one proposed in the paper [11]. As
we can see from the table, the approach with GreedyPowertwo is more efficient
than the one with the algorithm from [11] by a factor ∼ 2.

7 Conclusion and discussion

In this paper, we have studied the optimal size of simple second-order cone
representations for a weighted geometric mean inequality and the minimum

5The script is available at https://github.com/wangjie212/MiniSOC.
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Table 7: Results for the maximum entropy optimization problem (30). The column labelled by
“opt” records the optimum; the columns labelled by “W” and “F-S” record the running time
in seconds of the approaches with GreedyPowertwo and the algorithm from [11], respectively.

λ
n = 20 n = 40

opt W F-S opt W F-S
5
27 3.9230 0.87 1.84 5.2130 21.5 52.7
12
41 4.7037 0.86 1.51 6.5351 20.9 41.6
34
63 7.3642 1.01 1.73 11.530 29.3 39.8
21
107 4.0125 1.42 2.77 5.3271 32.9 80.4
79
168 6.4613 1.21 2.25 9.7798 33.3 60.6
43
213 4.0429 1.73 3.12 5.3920 49.3 91.0
135
422 4.9303 1.77 3.33 6.9332 49.0 97.1
341
745 6.3203 1.65 3.63 9.4727 45.1 98.9

cardinality of mediated sets containing a given point. Fast heuristic algorithms
have been proposed to compute approximately optimal simple second-order cone
representations for weighted geometric mean inequalities. As (matrix) weighted
geometric means widely appear in optimization, we believe that these results
will lead to various applications and stimulate more research on this subject.
We conclude the paper by listing some open problems for future research:

(1) Is there a polynomial time algorithm for computing an optimal simple
second-order cone representation for a weighted geometric mean inequality? Or
is this an NP-hard problem?

(2) We have proved L(s1, . . . , sm) ≥ m−1 in Theorem 6. On the other hand,
we observed that for the tested examples, the lower bound m − 1 is attained
only if ŝ is even. Is this always true? Can we prove L(s1, . . . , sm) ≥ m given
that ŝ is odd?

(3) We have provided two lower bounds on L(s1, . . . , sm) in terms of either
the dimension m or the degree ŝ. Is it possible to prove an improved lower
bound on L(s1, . . . , sm) combining m and ŝ?
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